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For fabric defect identification in the textile industry, a three-dimensional (3D) color phase shift profilometry (CPSP) 

method is proposed. The detecting system is mainly composed of one CCD camera and one digital-light-processing 

(DLP) projector. Before detection, the system should be calibrated to make sure the camera parameters. The CPSP 

color grating is projected to the measured fabric by DLP projector, and then it is collected by CCD camera to obtain 

the grating phase. The 3D measurement can be completed by the grating phase difference. In image acquisition, only 

invariable grating is projected to the object. In order to eliminate the interference from background light during the 

image acquisition, the brightness correction method is researched for improving the detection accuracy. The experi-

mental results show that the false rate of detecting the fabric defects is 5.78%, the correct rates of detecting the fabric 

defects of hole and qualified fabric are both 100%, and the correct rates of detecting the fabric defect of scratch and 

fold are 98% and 96%, respectively. The experiment proves that the proposed method can accurately identify fabric 

defects.  
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Quality control is very important in textile industry. The 

apparent quality testing of textiles is widely researched 

in recent years[1], especially the online fabric defects de-

tection. Fabric defects can be generated in all processes 

of production and they have a wide variety of colors, 

patterns and classifications. Therefore, it is difficult to 

detect fabric defects. Currently, most fabric defect detec-

tions are based on the analysis and study of two-dimen-

sional (2D) image processing. Henry Y. T. Ngan[2] pre-

sents a study of using ellipsoidal decision regions for 

motif-based patterned fabric defect detection. K. L. 

Mak[3] proposed a novel defect detection scheme based 

on morphological filters to tackle the problem of auto-

mated defect detection for woven fabrics. Based on 

adaptive discrete wavelet transform, Yang[4] proposed a 

method which can identify characteristic distortion 

mixed fabric defects. Xu[5] analyzed and processed the 

gray curve of four common fabric defect images and 

extracted eigenvalues of the defect images, and then 

identified the defect type based on back propagation (BP) 

neural network. Besides these methods, Gabor filter 

method[6] and wavelet transform method[7,8] are also 

based on 2D image processing to detect fabric defects. 

However, these methods still can not solve the following 

detection problems. It is difficult to solve the image dis-

turbances which are brought by wrinkles, flying catkins 

and the changes of ambient light and background light. 

And currently these methods are limited in plain fabric 

defect detection.  

Compared with 2D image, three-dimensional (3D) 

structure of fabric surface contains more information. In 

the current 3D measurement methods, the one using 

structured light projection is the most widely used[9]. 

Among these methods, phase shift profilometry can 

achieve the measurement with high accuracy based on 

multiple projections. However, the measuring speed is 

low and the real-time measurement can not be achieved. 

In addition, during the process of conventional gray 

structured light projection, the measured object can not 

be moved. Therefore, this method is not suitable for 

online detection. In order to achieve online detection, a 

color phase shift profilometry (CPSP) method is pro-

posed in this paper on the basis of the previous research 

in our laboratory[10,11]. The proposed method can achieve 
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high-precision 3D reconstruction with only invariable 

grating. And during the process of projection, the object 

can be moved. With the proposed method, the speed and 

accuracy of the 3D reconstruction are improved. And it 

can be applied to the online fabric defect detection, 3D 

measurement of moving object and other 3D online 

measurements in industry. 

A typical 3D measurement system based on grating 

projection is shown in Fig.1. This system is made up of a 

CCD camera and a DLP projector. During the measuring 

period, the phase-shifted sinusoidal grating fringe is pro-

jected to the measured object by DLP projector. By the 

modulation of measured object, the changed phase of 

grating fringe can be obtained. Then according to the 

related algorithm theory, the height information of the 

measured object can be got by the phase information. 
 

 

Fig.1 Schematic diagram of the phase shift profilo-

metry  
 
This cross-axis structure is proposed by Takeda. R is 

the reference plane, H is an arbitrary point on the meas-

ured object, the straight line O1H and the reference plane 

R intersect at point B, the straight line O2H and the ref-

erence plane R intersect at point A, the height of the point 

H on the measured object relative to the reference sur-

face is h(x,y), the distance between O1 or O2 and the ref-

erence surface R is L, and the distance between O1 and O2 

is D. Parameters L and D can be obtained by calibration. 

The incident ray irradiates on point A without the ob-

ject. After setting the object, the incident ray irradiates on 

the point H of the object surface. If we observe from the 

imaging plane, the position of A is equivalent to shifting 

to the position of B. Thereby, the distance between points 

A and B, which is expressed as AB , can carry the height 

information of the measured object. The phase difference 

between deformed grating and reference grating is 

ABfyx π2),( =Δϕ ,                         (1) 

where f is the frequency of the projected sinusoidal grat-

ing. 

Since the ΔABH and the ΔO2O1H are similar, we can 

obtain 
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So from Eqs.(1) and (2), h(x,y) can be expressed as 
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With CPSP method, three pieces of sinusoidal wave-

form with a constant phase interval are projected to red, 

green and blue channels of the color light source respec-

tively at the same time. Fig.2(a), (b) and (c) show the 

luminance waveforms of red, green and blue channels 

captured by camera. The brightnesses of sinusoidal 

waveforms projected to red, green and blue channels 

respectively can be expressed as 

R
( , ) ( , ) sin[ ( , )],I x y b x y x yθ=                  (4) 

G
( , ) ( , )sin[ ( , ) 2π / 3],I x y b x y x yθ= +            (5) 

B
( , ) ( , ) sin[ ( , ) 4π / 3],I x y b x y x yθ= +           (6) 

where b(x,y) is the luminance modulation information, 

and θ(x,y) is the phase of the measured point. During the 

process of detection, only the color grating shown in 

Fig.2(d), which is generated by IR(x,y), IG(x,y) and IB(x,y), 

is projected to the measured object. 

 

 

(a) Red channel              (b) Green channel   

 

(c) Blue channel              (d) Color grating 

Fig.2 Optical signal waveforms projected to the red, 

green, blue channels and the measured object 

 

In the image acquisition process, the brightness infor-

mation collected by camera and the ideal waveform pro-

jected by light are different due to the interference of 

background light. The brightnesses collected by red, 

green and blue channels are 

'

R
( , ) ( , ) ( , ) sin[ ( , )]I x y a x y b x y x yθ= + ,          (7) 

'

G
( , ) ( , ) ( , ) sin[ ( , ) 2π / 3]I x y a x y b x y x yθ= + + ,    (8) 

'

B
( , ) ( , ) ( , ) sin[ ( , ) 4π / 3]I x y a x y b x y x yθ= + + ,    (9) 
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where a(x,y) is the luminance of background light. 

  Therefore, the phase of the measured point θ(x,y) can 

be calculated by Eqs.(7)–(9) as 

' '

R B

' ' '

G R B

3[ ( , ) ( , )]
( , ) arctan

2 ( , ) ( , ) ( , )

I x y I x y
x y

I x y I x y I x y
θ

⎧ ⎫−⎪ ⎪= ⎨ ⎬− −⎪ ⎪⎩ ⎭
. (10) 

In order to extract the height information of the meas-

ured object correctly, the discontinuous wrapped phase 

must be calculated to obtain continuous phase by a cer-

tain algorithm. In this paper, the quality guide path algo-

rithm is used for phase unwrapping. The two major 

problems in quality guide path algorithm are the choice 

of quality function and the design of unwrapping path. 

The second-order difference is selected as quality 

function for unwrapping, because it can well measure the 

concavity-convexity of phase. Take 3×3 pixel matrix as 

an example. As the matrix shown in Fig.3, pixel (i,j) is 

the central pixel. 

 

 

Fig.3 3×3 pixel matrix 

 

Second-order difference D(i, j) containing pixel (i, j) 

can be expressed as 

2 2 2 2

1 2
( , ) ( , ) ( , ) ( , ) ( , )D i j H i j V i j D i j D i j= + + + . 

(11) 

In Eq.(9), H(i, j) is the second-order difference value in 

the transverse direction of (i,j), which is defined as  

( , ) [ ( 1, ) ( , )] [ ( , ) ( 1, )]H i j i j i j i j i jγ ϕ ϕ γ ϕ ϕ= − − − − + , 

(12) 

D1(i, j), V(i, j) and D2(i, j) are the second-order difference 

values in the first, second and third longitudinal lines of 

(i, j) matrix, respectively, which are defined as 

( , ) [ ( , 1) ( , )] [ ( , ) ( , 1)]V i j i j i j i j i jγ ϕ ϕ γ ϕ ϕ= − − − − +
, 

       (13) 

1
( , ) [ ( 1, 1) ( , )]D i j i j i jγ ϕ ϕ= − − − −  

[ ( , ) ( 1, 1)]i j i jγ ϕ ϕ− + + ,                    (14) 

2
( , ) [ ( 1, 1) ( , )]D i j i j i jγ ϕ ϕ= − + − −  

[ ( , ) ( 1, 1)]i j i jγ ϕ ϕ− + − ,                    (15) 

where γ is the operation of plus or minus 2nπ to make 

continuous phase of adjacent pixels, and φ(i, j) is the 

phase of pixels (i, j). 

As the second-order difference represents con-

cave-convex change, the larger the second-order differ-

ential value, the worse the quality of the pixel. Then the 

quality function R(i, j) can be defined as 

1
( , )

( , )
R i j

D i j
= .                          (16) 

The descending order of edge quality is selected as the 

unwrapping path. The edge is the intersection of two 

pixels in transverse or longitudinal direction. Fig.4(a) 

shows the pixel quality, and the edge quality can be gen-

erated by summing the qualities of two adjacent pixels 

connected by the edge as shown in Fig.4(b). Edge can be 

divided into transverse edge and longitudinal edge. The 

unwrapping path is unrelated to the pixel quality, but has 

a close connection with edge quality. The unwrapping 

path should follow descending order of edge quality. 

These edge qualities are stored in an array according to 

the values of the qualities. 
 

   

(a) The pixel quality           (b) The edge quality 

Fig.4 The pixel quality and edge quality 
 
Fig.5 shows the grating phase before and after un-

wrapping by the quality guide path algorithm. After un-

wrapping, the phase difference can be obtained with 

grating phase as shown in Fig.5(b). Then according to 

Eq.(3), the height information of the object can be got 

based on the phase difference. 

As the luminance responses of three channels are dif-

ferent, amplitudes of brightness collected by the three 

channels are also different. Therefore, in order to obtain a 

better effect of 3D reconstruction, the method of bright-

ness correction is researched. The actual brightness distri-

butions collected by the three channels are shown in Fig.6. 
 

 

(a) Before unwrapping 

( 1, 1)i j+ −

( , )i j ( 1, )i j+

( , 1)i j + ( 1, 1)i j+ +

( , 1)i j −( 1, 1)i j− −

( 1, )i j−

( 1, 1)i j− +
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(b) After unwrapping 

Fig.5 The grating phases before and after unwrapping 

 

 

Fig.6 The actual brightness distribution collected by 

three channels 

 
For the three channels, the luminance response of 

green channel is the largest usually. Therefore, the opti-

cal signal of green channel can be used as a reference to 

correct the luminance. Assume the image resolution is 

W·H, and the average brightnesses of green, red and blue 

channels on y axis are AveG, AveR and AveB, respectively, 

which can be expressed as 

'
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Using the average brightness, the brightnesses of the 

three channels can be normalized. Therefore, the phase 

of the measured point of θ(x,y) can be calculated by 

G G

R B

R B

G G

G R B

R B

3( )
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.  (20) 

The brightness distribution after brightness correction 

is shown in Fig.7, and it can be seen that the precision of 

3D reconstruction can be improved greatly. 
 

 

Fig.7 The brightness distribution after brightness 

correction 
 
In order to validate the effect of the proposed CPSP 

method in fabric defect detection, seven representative 

categories of fabric defects are selected as samples for 

experiment. The number of every category samples is 50, 

and the number of qualified samples is 50. A total of 400 

samples are selected for experiment. The experimental 

results are shown in Tab.1. And 3D characteristics of fabric 

defects obtained by the CPSP method are shown in Fig.8. 
 

Tab.1 Defect recognition results 

   Recognition  

       result 

Type 

Hole
Broken

end 

Broken

picks
Misend Mispick Scratch Fold

Qualified

fabric

Correct

rate 

Hole 50 0 0 0 0 0 0 0 100%

Broken end 0 45 0 2 0 0 0 3 90%

Broken picks 0 0 44 0 4 0 0 2 88%

Misend 0 4 0 45 0 0 0 1 90%

Mispick 0 0 2 0 46 0 0 2 92%

Scratch 0 0 0 0 0 49 1 0 98%

Fold 0 0 0 0 0 2 48 0 96%

Qualified fabric 0 0 0 0 0 0 0 50 100%

 

 

(a) Fold 

 

(b) Hold 
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(c) Scratch 

 

(d) Broken end and Broken picks  

Fig.8 3D characteristics of fabric defects 

 

There are 23 misclassifications in 400 samples. The 

false rate of detecting the fabric defects is 5.78%. As 

shown in Tab.1, the correct rates of detecting the fabric 

defects of hole and qualified fabric are 100%, and the 

correct rate of detecting the fabric defect of scratch is 

98%. However, for broken end, broken picks, misend 

and mispick, the recognition accuracies are not so high 

due to the restriction of similar 3D structure of these fab-

ric defects. But the correct rate of detecting the fabric 

defect of fold is up to 96%. Compared with 2D detection 

method, the proposed method can identify the non-defect 

interference more accurately. 

The CPSP method, which is a new 3D optoelectronic 

measurement method, is proposed in this paper. The 

CPSP method can achieve high-precision 3D reconstruc-

tion with only invariable grating, and improve the detec-

tion speed greatly which is used in the online fabric  

detection. And the brightness correction method is pro-

posed to improve the detection accuracy. With the 3D 

reconstruction data, the disturbances brought by wrinkles, 

the changes of ambient light and background light or 

flying catkins can be identified correctly. And the correct 

rate of defect identification is raised. The experiment 

results prove that the proposed method can accurately 

identify fabric defects. And it can be applied to the online 

fabric defect detection, 3D measurement of moving ob-

ject and other 3D online measurements in industry.  
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